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The discovery of the genetic code was one of the most important advances of modern biology. But there is more to
a DNA code than protein sequence; DNA carries signals for splicing, localization, folding, and regulation that are
often embedded within the protein-coding sequence. In this issue, Itzkovitz and Alon show that the specific 64-to-20
mapping found in the genetic code may have been optimized for permitting protein-coding regions to carry this
extra information and suggest that this property may have evolved as a side benefit of selection to minimize the
negative effects of frameshift errors.

The Wild West of early code theories and the
comma-less code
The first glimmer of light in the story of the code came when
Dounce (1952) proposed the extraordinary for its time idea that
the order of nucleotides determines the order of amino acids in
polypeptide chains. After the discovery of the double-helix struc-
ture of DNA (Watson and Crick 1953), which accounted for rep-
lication, the race was on to crack the secrets of genetic expres-
sion. Gamow (1954) suggested a “key-and-lock” mechanism in
which the amino acids specifically bound to “holes” in the DNA
formed from four nucleotides. The shape of the hole determined
which amino acid could bind to it, allowing the sequence of the
DNA to encode a specific amino acid sequence. Two of the four
bases forming each hole were complementary, which implied
that each amino acid was effectively defined by a base triplet.
Careful analysis revealed that this “diamond code” could encode
a maximum of 20 different amino acids, making the theory par-
ticularly appealing. But the codons (as we would call them now)
were envisaged to overlap: the three nucleotides that encoded
the amino acid at position 1 in the protein would include two of
the nucleotides that encoded amino acid 2. This would restrict
the amino acid sequences that are possible (Gamow 1954).

But analyzing Gamow’s results (Gamow 1954; Gamow et al.
1956), Crick and coworkers highlighted that no such restrictions
could be found in nature (Crick et al. 1957). In the same year,
Brenner (1957) showed that an overlapping triplet code could be
ruled out. But the alternative, having a code with nonoverlap-
ping triplets, poses the problem of selecting and enforcing the
correct reading frame. Acknowledging that the problem could be
solved by translating the sequence sequentially, but not knowing
about start codons, Crick and coworkers proposed a “code with-
out commas” (Crick et al. 1957). The comma-less code allowed
coding for arbitrary amino acid sequences and could only be read
in one reading frame—any attempt to read in the wrong frame
would be immediately recognized as nonsense. This was
achieved by using a very large number of nonsense codons, such
that any out-of-frame sequence consisted exclusively of them. As
in the case of the diamond code, the maximum number of amino
acids that could be encoded by a comma-less code was exactly
20—a seductive coincidence with the number of amino acids
used in nature.

The guessing game continued. Sinsheimer (1959) suggested
a code with only two letters in which A and C were equivalent as
were G and U. To encode the 20 different amino acids in this
scheme would take at least five bases. The next year, Yčas (1960)
proposed a hypothesis based on empirical observations from sev-
eral viruses that showed different amino acid abundances in pro-
teins and base abundances in RNA. In this idea, single nucleo-
tides (not nucleotide triplets) encoded the amino acids, but the
nucleotide sequence contained only part of the information re-
quired. Other codes in which more than three nucleotides en-
code one amino acid were considered: Golomb (1962) suggested
a sextuplet code that was comma-less and had additional prop-
erties that would make translation very reliable. These early theo-
retical approaches to the genetic code have been reviewed by
Hayes (1998).

Optimal features of a redundant code

The discovery of the actual genetic code by Nirenberg and co-
workers (Nirenberg and Matthaei 1961; Nirenberg 2004) put an
end to the theoretical speculations and led to the quick rejection
of the comma-less code and the other earlier theories. The re-
dundancy of the code was something of a surprise and was the
focus of much early interest. For example, family boxes and
wobble rules (Crick 1966), which describe the system by which
the same amino acid is assigned to several similar codons, were
identified. Other striking properties of the code that seem far
from random were revealed. Woese observed that similar codons
are assigned to amino acids with similar chemical properties,
most notably, similar polar requirement (Woese 1965b; Woese et
al. 1966a). He proposed that the code is optimized for minimiz-
ing the impact of mistranslation errors. These errors occur when
a codon is translated via a tRNA with a near cognate anticodon.
The finding that the genetic code is optimized with respect to
minimizing the impact of translational misread errors was statis-
tically quantified by Haig and Hurst (1991) and further strength-
ened by taking into account biased mistranslation and mutation
(Freeland and Hurst 1998).

There has been much speculation about how the code
evolved (Osawa et al. 1992; Knight et al. 1999, 2001a; Di Giulio
2004). Is it a “frozen accident” (Crick 1968)? If so, why does it
have such useful features? Several factors influencing the early
evolution of the code were suggested: (1) the code has evolved
under selection pressure to optimize certain functions such as
minimization of the impact of mutations (Sonneborn 1965) or
translation errors (Woese 1965a); (2) the number of amino acids
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in the code has increased over evolutionary time according to
evolution of the pathways for amino acid biosynthesis (Wong
1975); and (3) direct chemical interactions between amino acids
and short nucleic acid sequences originally led to corresponding
assignments in the genetic code (Woese et al. 1966b).

These hypotheses are not mutually exclusive, and there is
some support for all of them ruling out Crick’s frozen acci-
dent hypothesis. Evidence for optimization of the code for cer-
tain functions exists, as discussed above, and there are indica-
tions that the usage frequencies of some amino acids in proteins
are decreasing, while those of others are increasing (Jordan et al.
2005, but see also Hurst et al. 2006; Wong 2005), suggesting that
some amino acids were added to the genetic code relatively re-
cently. Random RNAs that bind arginine are enriched in arginine
codons (Knight and Landweber 2000), and the simplest RNA
molecules that bind the amino acid isoleucine have sequence
motifs that are very similar to its associated codons and antico-
dons (Lozupone et al. 2003).

The discovery of variant codes (Barrell et al. 1979; Fox 1987;
Knight et al. 2001a) made the connection between evolvability
and universality even more puzzling. On one hand, they prove
that the genetic codes can evolve; on the other hand, if they
could easily evolve, why are all variations minor? It was recently
proposed that extensive horizontal gene transfer during early
evolution can account for both evolution toward optimality and
the near universality of the genetic code (Vetsigian et al. 2006).

Shifting the frame of optimality

But if the code was optimized for some functions, are there other,
less obvious, functions for which it is also optimal? Frameshift
mutations might be important because they result in nonfunc-
tional proteins, which waste resources and could also be toxic. A
way to minimize the resource waste is to terminate elongation as
quickly as possible after the error. There are some bioinformatics
clues that the impact of frameshift errors was minimized in evolu-
tion. It has been observed that in many (albeit not all) organisms,
codon usage frequencies are biased toward codons that can contrib-
ute to stop codons if read off-frame (Seligmann and Pollock 2004).

If optimization of fast termination after a frameshift error is
built into the genetic code itself, what would an optimal code
look like? Crick’s comma-less code, interpreted such that all non-
sense codons correspond to “stop codons” in today’s terminol-
ogy, is the perfect code in this respect: it stops translation imme-
diately after a translational frameshift. However, such extreme
optimization comes at a high price. Since there are no synony-
mous codons for any amino acid in the comma-less code, the ma-
jority of point mutations result in nonsense codons, essentially
equivalent to null mutations. This would highly increase the mu-
tational load. In the actual genetic code, only about one of 20 point
mutations results in a new stop codon (Osawa et al. 1992), and
many of the other 19 give functional proteins (possibly with
altered properties). The question then is whether the genetic code
could be optimized for fast termination after a frameshift error,
while maintaining its optimization for other functions.

Optimality of the genetic code with known
properties as constraints

In this issue of Genome Research, Itzkovitz and Alon report on the
intriguing discovery of two new properties for which the genetic

code seems to be optimized. They compared the actual genetic
code with an ensemble of all other codes that are equally opti-
mized with respect to mistranslation or mutation (for more on
this statistical approach, see also Alff-Steinberger 1969; Haig and
Hurst 1991; Freeland and Hurst 1998). Assuming that the usage
frequencies of the different amino acids are fixed, while their
codon assignments vary in the ensemble, they find that the ac-
tual code is far better than other possible codes in minimizing the
number of amino acids incorporated until translation is inter-
rupted after a frameshift error occurred. This new observation by
Itzkovitz and Alon could therefore be seen as reviving the basis
for Crick’s theory of a comma-less code, modified by the con-
straints imposed on the code by the need to be robust to other
kinds of translation errors and mutations. Another possible in-
terpretation of their result is that the amino acid usage has ad-
justed to reduce the effects of frameshift errors; alternative ge-
netic codes would have had a different amino acid usage coad-
apted to them. It has been shown previously that amino acid
usage is rather malleable, and, for example, influenced by GC
content (Knight et al. 2001b).

Itzkovitz and Alon suggest another, quite unanticipated,
type of optimality: the code is highly optimal for encoding arbi-
trary additional information, i.e., information other than the
amino acid sequence in protein-coding sequences. Optimality for
encoding additional information is particularly important and
relevant given the known signals contained in the nucleotide
sequence of coding regions. These include RNA splicing signals,
which are encoded in the nucleotide sequence together with the
amino acid sequence of the prospective protein (Cartegni et al.
2002), as well as signals recognized by the translation apparatus.
For example, a few codons that are usually read as stop signals are
translated as the rarely used amino acid selenocysteine if they
appear in a special context on the mRNA strand (Fox 1987). In-
formation about where nucleosomes should be positioned on the
DNA is also contained in the base sequence (Yuan et al. 2005;
Segal et al. 2006). Sequences for RNA secondary structure are
another source of information that has recently been found to be
over-represented in protein-coding sequences (Zuker and Stiegler
1981; Shpaer 1985; Konecny et al. 2000; Katz and Burge 2003).

Interestingly, the optimal structure of the code for both in-
formation encoding and translation interruption after frameshift
appear to derive from the same root cause, namely, the fact that
stop codons can easily be concealed within a sequence. For ex-
ample, the UGA stop codon is only one frameshift away from
NNU|GAN; the GAN codons encode Asp and Glu, which are very
common in protein sequences. Similarly, UAA and UAG can be
frameshifted to give NNU|AAN and NNU|AGN (the AAN codons
encode Asn or Lys and AGN gives Ser or Arg). Glu, Lys, Asp, Ser,
and Arg are relatively common amino acids in the genome, so
the probability of a stop codon arising from a misread of a codon
from one of these three amino acids is very high. The fact that a
stop codon can be “hidden” in this way using a frameshift means
that even a signal sequence that happens to include a stop codon
(a problem that is bound to arise sooner or later) can be encoded
within the protein sequence by using one of the two reading
frames in which the stop codon encodes for a frequently used
amino acid.

The ability to encode hidden messages is a direct result of
the redundancy of the code. Like the universal genetic code,
language, such as English, has considerable redundancy, i.e., it
takes more letters and words to convey a certain message than
necessary from an information theoretical point of view. In other
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words, the information content of an English sentence is less
than what could be encoded in a sequence of Latin letters and
punctuation marks of equal length. This redundancy allows for
communicating several messages in parallel—a property occa-
sionally used in human history for sending secret messages that
are “camouflaged” in unsuspicious looking communications
(steganography). An illustrating example can be found in the
following sentence from the “Sherlock Holmes” story, The Ad-
venture of the Gloria Scott (Conan Doyle 1893):

“The supply of game for London is going steadily up. Head-
keeper Hudson, we believe, has been now told to receive all
orders for fly-paper and for preservation of your hen pheasant’s
life.”

Reading every third word starting with the first (and adding a few
punctuation marks), the hidden message emerges: “The game is
up. Hudson has told all. Fly for your life.” It becomes increasingly
difficult to convey such additional messages in a communication
with decreasing redundancy of the language or code that is used.

This concept of simultaneously communicating two mes-
sages, one of which is more obvious and detailed than the other,
is similar to that of providing a template for an amino acid se-
quence together with noncoding information in a nucleotide
sequence. However, unlike in human communication, where the
main message is used as a camouflage, secrecy is certainly not the
reason for the use of this approach in nature. Rather, selection
pressure for using resources efficiently may be the reason that the
genetic code adapted this property. But, was it really a clear ad-
vantage in the early evolution of the code to be able to encode
additional noncoding information? The correlation between the
ability to encode additional information and the property of op-
timality of translational termination following frameshift errors
offers a possible evolutionary scenario, in which selection for
resource waste minimization favored codes that efficiently ter-
minate translation, and the ability of the code to carry additional
information was a byproduct. This second property may have
become important only later on, when additional complex regu-
latory programs and regulatory motifs started to develop. A pos-
sible exception is the ability to include sequences for stabilizing
RNA secondary structure. RNA molecules that possessed this abil-
ity in parallel to their protein-coding function might have had an
advantage over RNAs that were less effective in this ability.

As we learn more about the functions of the genetic code, it
becomes ever clearer that the degeneracy in the genetic code is
not exploited in such a way as to optimize one function, but
rather to optimize a combination of several different functions
simultaneously. Looking deeper into the structure of the code,
we wonder what other remarkable properties it may bear. While
our understanding of the genetic code has increased substantially
over the last decades, it seems that exciting discoveries are wait-
ing to be made.
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